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» Introdu,ct"ioné: o

BRKVIR-2640

= VMware/Hyper-V server
virtualisation

= Desktop virtualisation
= Cisco UCS

= Area of expertise
— Networking
— Storage
— Compute

= Job function
— Architecture
— Operations
— Management
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Cisco UCS vCenter Pluglngf-.f_

Version 0. 9(1) beta

= Extension for vSphere Web Client 5.1

= Requires vCenter 5.0 or higher

= Enables admins to view, manage and
monitor UCS physical infrastructure

VM VM VM VM VM VM VM VM VM VM VM VM

= Free at
http://developer.cisco.com/web/unifiedcomp
uting/vmware

Cisco (f'l/f;/
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http://developer.cisco.com/web/unifiedcomputing/vmware
http://developer.cisco.com/web/unifiedcomputing/vmware

Cisco UCS vCenter Plug-in Architecture

VMware vSphere Web Client

= Two major components

— UCS-vcplugin Ul is Flex-based extension
to VMware web client

— UCS-plugin services uses XML API to get XML APIs

data from UCS 1

= v0.9(1) supports only one registration \_ CiscoucsveenterPlug-in /- ey e e e I S

~

Cisco UCS

Cisco (f'l/f;/
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Physical hierarchy view

vmware' vSphere Web Client # @

Home

Health of servers and infrastructure =

= Maps physical servers to ESX hosts G oo i 8 @
= For each ESX host: e
N Inventory : T:ss arch > ‘3:-.:;—"%5:‘9 L-E'E;ne »-csg:cme: '.‘V\:‘:,i»lag»: ,,,,,

— Firmware : E—

— Faults $ A &
— Power/temp statistics

KVM launch
Toggle blue locater LED

Cisco ((Vf;/
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vmware* vSphere Web Clie f @

Home ~ X ) vCenter Home
vCenter Getting Started
2 vC H
Whatis vContar?

~ Inventory Trees
) Hosts and Clusters
&) VMs and Templates
£ storage
€2 Networking

~ Inventory Lists
_/ vCenter Servers
| Datacenters
[ Hosts
{J Clusters
& Resource Pools
E3 Datastores
9 Datastore Clusters
€2 Standard Networks
&= Distributed Switches

vV VvV v v

vV V vV V V V V VvV

~ Cisco UCS Domains
A UCS Domains

e

The vCenter inventory Is where you find all the
objects associated with vCenter Server
systems, such as datacenters, hosts,
clusters, networking, storage, and virtual
machines

The Inventory Lists allow you to view an
aggregated list of these objects across
vCenter Server systems. These flatlists
enable easier batch operations

The inventory tree is still available under
Inventory Trees. Here objects are listed
hierarchically in four categories: Hosts and
Clusters, VMs and Templates, Storage, and
Networking

There are three steps to get started with your
vitual infrastructure

1. Create a datacenter
2. Add hosts to the datacenter
3. Create virtual machines on the hosts

Explore Further

What is vCenter Server?
Networking in vSphere
Storage in vSphere

© 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public

Wit are lnuentoncifise?

Cisco ((Vf:/



Sis

UCS Domain Inventory

vmware® vSphere Web Client #& &

UCE Domains -| E | switch-A | Actions -
- . A savhu-tpio1 Related Objects
Overview of domain Sumemary ‘
B Chassis

components available
=% Rack Mounts

EX¥ Fabric Interconnects Dn - sysiswitch-A

s savbu-tpill

Fabric Interconnects

ET switch-B ~ Fan ox
Mame Cperability  Performan... F over Temperature
fan-1 operahble not-suppor an ok
fan-2 operahble not-guppar an ok
- PpsU mp S
Mame hdadel Operability  Performance Ponmer Temperature Waoltage
E psu-1 Unknown Unknown offduty ok unknown
E psu-2 M10-PACT- operable Unknowen an unknown unknown
( . /
ciscollVL,
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UCS Chassis View

ESX and non-ESX

blades shown

Chassis details

BRKVIR-2640

vmware* vSphere Web Clie f @

©

savhu-tail | X

g Mon ESX Servers
@ ESH Servers

A UCS Domain

chassis-1

Actions =

Mame  chassis-1

Dn  sysichassis-1

UCSE Domain - savbu-tpill
* Fan
@ Module Hame Operability Performance Fawer Temperaturd
¥ Module-1
Wodule-1 fan-1 operahle ok on ok
Wodule-1 fan-2 operahble ok on ok
~ PSU
Name Madel Operability Performance Fower Temperature W
B pou NZ0-PACS-2500W  operable ok an ok ok
m psu-2 [Z0-PACS-25000  Unknown unknowern off ok unknown
~ 10 Module
Id Wendor todel It Role If Type Ouverall Status Type Tl
¥ 10 Module-1
v
-l Module Cisco Systems | M20-15584 operable
¥ Backplane Port
=l Backplane port 152 Sefver physical up lan dce
( ; /
ciscollVZ.
2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



.

chassis-1 | X [ 10.105.219.90 Actions ~

Getting Started | Summary | Monitor Manage Related Objects

= Service profile name

- el cis
© Top Level Objec 10.105.219.90
B Virlual Machines Moded Cisco Systems Inc N20-BE620-1
. Intel() Xeon(R) CPU ES520 @ 2 27GHz

= Server location :I oy

B Datastores

€ Networks

Wirtual Machines: 2

State

= Hardware inventory = s s

W Chassis

& Rack Mounts
ek Mount ~ CiscoUCS Configuration

Whbware ESX, §

ucs Savbu-tpiot
Server Location 115 mage Frofile ESH-5.0.0-2012
i E9292891-a540-11de-beg8-000bab01 cOf ¥Motion Enabled No

Service Profile Org-rootils-Blades ¥Sphere HA State @ i

Serial QCH3IITOJT Host Configured for FT No

Overall Status t Ok Disabled

Launch KvM ] [ Launch UCSM ] [8 Turn Locater LED On ] 'é'l's'élc;' Tags

Tag atagon

This listis empty.
= Hariware

Manufacturer  Cisco Systems Inc
Model N20-B86620-1

26 GHz

» @ cPU BCPUsx2

» B Memory 24,304 MB J 28,605 MB

Cisco ((Vf /

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 12



= Manage view

vmware* vSphere Web Client # @ Ol oot~ | Help~

chassis-1 v~ X [$1010521990 Actions - =

f 10.105. 0 Gefting Started  Summary  Monitor | Manage | Related Objects

& Top Level Objects

N Seftings | Networking | Storage | Alarm Definitions | Tags | Permissions | Cisco UCS
¥ Virtual Machines

mm
cisco
€& Networks
& Distributed Switches w Inventory Type Name Model Running Varsion Startup Versic Backup Version pdate Status Activate Sts
& Chassis Adapters # CIMC Controller CIMC Controller Cisco UCS B200 M1 20019 2001 2.0(0.130) / ready
@ Rack Mounts CPUs W Adaptors adaptor-1 Cisco UCS MT1KR-Q 20010 20010 1.4(0.433p) eady ready
Local Disks W Storage Controllers storage-SAS-1  SAS1064E PCIl-Express Fulll 01.28.03.00 01.28.03.00[06.2 N/A ready
Memory "m BIOS BIOS Cisco UCS B200 M1 $55001.3.10.0.0511201016 $5500.1.3.1b.0.C NiA j ready
HBAs . .
NICs

onfigure View

w« Firmware Management

Installed Firmware

Inventory and firmware summary information

Cisco ((Vf:/
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= Monitor view

are* vSphere Web Clien ft @

chassis-1 - Xk [H10.105.219.90

Geting Sared_Su

Actions =

mmary | Monitor | Manage Related Objects

O oot~ Help

@ Top Level Objects
. Issues | Performance | Resource Allocation | Storage Reports | Tasks | Events | Hardware Status | Log Browser | CiscoUCS
& Virtual Machines
¥ vApps :
| Fault Summary | Himim
B Datastores | DT A0 A cisco
’caﬂerwurks
&= Distributed Switches 14 Cause Last Transition
Statisti 52525 2 . N ] y 203 . N A 7 ) .
% Chassis - istics a (Waming) F4525253 349947 org-rootls-Blade named-policy-un 2012-03-16T14 Pollc,':relre en:‘EdUIF:DEll.csName ‘defaull’ does not
& Rack Mounts Power resolve to named policy
C |
* Temperature @ (nfo) FO4a1 3513290 sysichassis-1/bl log-capacity 2012-03-16T18:« Log capacity on Management Controller on server 1/5
is very-low
A Waming) F4528596 7300365 org-rootis-Blade named-policy-un 2012-09-26T14:( Policy reference maintPolicyMName TestQA' does not
resolve to named policy

Faults, power statistics and temperature statistics

BRKVIR-2640
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Three Ways to Prowde IO to a VI\/I
VMware VDS CISCO 1000v and CISCO VM FEX

e
e
e -
’
Hypervisor | == / Hypervisor
with 1000v \ with 1000v

VM VM VM

Cisco ((Vf;/
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Nexus 1000V Archltecture

Athual modular SW|tch Wlth famlllar NX OS Ml e e
| Virtual Appliance

VSM-1 (active)

NX-OS
Control Plane

VSM-2 (standby)

Linecard-1
Linecard-2

Back Plane

NX-OS
Data Plane

Modular Switch

VSM: Virtual Supervisor Module i Hypervisor A Hypervisor P Hypervisor
VEM: Virtual Ethernet Module
Cisco(f l/&
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Three Ways to Prowde IO to a VI\/I"":._?' e

VMware VDS Clsco 1000V and CISCO VM FEX

Core — |
1

VI\/I—FEX

i
iy

Hypervisor || |, 4
with VM-FEX

VM VM VM

Cisco ((Vf;/
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Fabrlc Extensmn (FEX)

V|rtuaI|S|ng the network port

E==3
N\

cwf Sl Exof cxf Sl S

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public

Switch port

™ extended with

FEX

Cisco (f'l/f:/
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Nexus 5K Famlly Wlth FEX

FEX puts SWItCh ports closer to the Ioad

Modular System Dlstrlbuted Modular System Distributed Modular System
N E= - Nexus 5K / Looks like a single switch \
(l ____ — (supervisor) a
NiS=——— Nexus 2K
ll |r.{gi:?._;l§: E%—I?_’Jl" FEX
N—— (line card) e ’ @’ e ’
Distributed Modular System \I | H égl /

= Nexus 2000 FEX is a Virtual Line Card to the Nexus 5000

= Nexus 5000 maintains all management & configuration .{.{.{.{.{.’
= No Spanning Tree between FEX & Nexus 5000 Servers
20K customers over 5 years

25 million Nexus ports deployed Cisco(l'l/&/
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Cisco UCS Blade ChaSSIS

FEX technology 5|mpI|f|es management

/ Looks like a \

/ Looks like a single switch \

=xafafenafnaf

BRKVIR-2640

© 2014 Cisco

single switch

/ Looks like a
single switch

\

UCS 5108 blade chassis = 8 blades + 2 FEX
Cisco

and/or its affiliates. All rights reserved.

Cisco Public

live!
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Cisco UCS BTI' adeChas SIS

Up to 160 blades can be part of On'ei_lsys'te_m;__y“ | _‘j . i

X
A
T

B
.
[ ok
ok

ok
A

[ F
E:
A
[ F
B
R
E:

[k

| 2 |

EEE

i
ok W

|m
|m

B Exa

#
#

N

# # # # # #
# # # # # #

I Cisco (l'l/&/
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Key Archltectural Component 1 VNTAG '

Intra- cha55|s bus header

-

switch
Il

FEX H
frame
VNTAG = IEEE 802.1Qbh
’ ’ ’ servers
Cisco{f'l/f;/
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Extendlng FEX Archltecture to V|\/|S

FEX |n5|de the server .

P
"I |’ Switch port

"' = extended with
Ll 4 FEX
E
Hypervisor E’ Hypervisor Il 4
with vSwitch with VM-FEX & —

VM V'ﬂ m - Cisco((va/
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Key Archltectural Component 2 UCS VIC

UCS Vlrtual Interface Card famlly

= 256 PCle devices
— Devices can be vNICs or vHBAs
— Each device has a corresponding switch interface

= Bandwidth 2x4x10 Gb
— Uses 4x10 Ether Channel, HW 40Gb Capable
— VNICs/VHBAs NOT limited to 10Gb

= PCle Gen-2 x 16

= Mezzanine and PCle

Cisco (( l/&
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VM-FEX Modes of Operation

Enumeration vs. Hypervisor Bypass

PCle Pass-Thru or
VMDirectPath

v v
Y Y

igh Performance Mode

Standard (Emulated) Mode
= Each VM gets a dedicated PCle

Co-exists with Standard mode

device Bypasses Hypervisor layer
= ~12%-15% CPU performance ~30% improvement in I/O
improvement performance

Appears as distributed virtual switch
to hypervisor

Supported with ESX 5.0 or later

= Appears as distributed virtual switch
to hypervisor

= LiveMigration supported

vMotion supported

Cisco ((Vf:/

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 26




vMotion to

secondary host

* VM Sending TCP stream (1500MTU)
« UCS B200 M2 blades with UCS VIC card

Cisco (f'l/f:/
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10,000,000
7,500,000

7,000,000 3,000,000

&,500,000

5,000,000

6,000,000

5,500,000

7,000,000

5,000,000
£,000,000

4,500,000

4,000,000

5,000,000

3,500,000

3,000,000 +,000,000

2,500,000
3,000,000

2,000,000 /
1,000,000 /

30 S0 1:10 130 1:50 2:A0 230 2:50 310 330 350 410 430 450 5:10 e 38 46 54 L2
40 1:00 1:20 1:40 200 2:20 240 J00 320 340 400 420 440 500 B 20 B 134 : 50 158 1:06 : 122

2,000,000

1,500,000

1,000,000

500,000

o

506 5:08 5:10 5:12 5114 5:16 1:16 1:1& 1:20 1:22 1:24
— Throughput (Kbps) |5,891,259.096 | 6,909,048.112 | 7,053,223.556 | 6,959,331.888 | 7,099,083 9258 | 7,110,990.736 — Throughput (kbps) 9,391,633.072 9,392,043, 112 9,392,435.256 ,331,036,255 9,392, 165,776
Tx Rate (Kbps) 4,789,912 4,817.784 4,916,912 4,845.8 4,958.12 4,957.28 Tx Rate (Khps) 6,523,456 6,532,665 6,534,182 6,522,744 6,522,792
Rt Rate (Kbps) 6,856,469, 154 | 6,904,230.328 | 7,048,306, 944 | 6,954,496.085 | 7,094,125,606 | 7,106,033.456 Fux Riate (Khps) %,385,309.616|  %,385,510.424|  9,385,901.064 |  9,384,513.544| 9,385,642 964
4] — ) | & e e e e e e e e e e 1 3

Virtual Switch, CPU at ~65¢ VM-FEX, CPU at ~ 37
Cisco(( (4
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Processor Improvements

More integrated components
— Memory controllers
— PCle busses

More QPI links

More memory channels

=— More virtual machines per host

More memory

More cores

More cache

Cisco (f'l/f;/
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2- Socket CPU Hlstory

Performance goes up .

.......................... 5X total memory

sm—Cores

~4X cache

esmsTotal Mem

MemSpd P 3X core count
@ (Cache /

2009 2010 2011 2012 2013

--------------------------- 40% faster memory

UCS Launch “Sandy Bridge” “Ivy Bridge”
cost parity

Cisco (f'l/f;/
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2-Socket CPUHistory

Price per pe,rformanceﬁcom'e's,d‘OWh |

2 $ per SPECint il S per SPECfp
$10 w14
. | —50 w12 —50
? —60 $10 —60
$6 - —67 58 - —f7
7 ) —70
$4 - ——80 * —80
90 ol ——90
$2 o
s‘ T T T 1 $- T T T 1
2009 2010 2011 2012 2013 2009 2010 2011 2012 2013
Integer Performance Floating Point Performance

40-60% reduction in CPU cost per workload

Cisco (f'l/f;/
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Top Bin E7 Versus Top BinES

e E7-2870 E5-2690

Power (W) 130 ¥ 135
Cores 10 ¥ 8
Cache 30M ¥ 20M
Speed (GHz) 2.40 290 W
QP 6.4GT/s 8.0GT/s ¥
SPECint 267.5 3485 W
SPECTHp 184.5 2545 y
Recommended Cost $4,227 $2,057 y

Higher performance at half the price. Which one do you prefer?

Cisco (('V&/
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‘E7 Versus E5 Proc Comparlson
To be fa|r ‘ : -

= Most comparisons are not as extreme
= Most sizing exercises show E7 systems to be superior

= E5-2600 systems substantially less expensive

Cisco (f'l/f;/
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‘Lessons Learned From VDI Testrng |
Compute trends reIevant to general server vrrtualrsatlon f E

= Various UCS B200 M3

VDI Network g . .
] l - configurations

J\ e@@ VMWﬁm VDI Host Servers | = Login Consultants’ Virtual Session

1o Lo LB 1 Indexer (Login VSI) 3.6.1 benchmark
petve irectory | MWore View o . , . .
JONS/WINS/DHgp | Commection Server il = Login VSI's Medium with Flash
( Management Network A :S(IJEGEII} 39 @ Workload

S| ETENSRRNN 160-384GB  From SAN ) - VMware VieW 5.1.1

= Microsoft Windows 7 SP1 32-bit
virtual desktops

Logical test environment

Cisco (M’/
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Configuration Setting SforTestS

Login VSI Configuration Settings o

Windows 7 Configuration

ESX Host Configuration

VM Configuration
View Configuration

Medium with Flash workload generator

4,000ms response cut off
1.5GB memory for all tests

32-bit Windows 7 SP1 and Windows updates through September 1,
2012
Power management set to High Performance in vSphere

BIOS settings have C1E disabled in UCSM policy
ESXi-5.0.0-623860-custom (Cisco specific build of ESXi with drivers)

1vCPU and 2vCPU configurations
Linked clones

View Optimisation* registry changes on all Virtual desktops
Did not use profile management

Did not use host Cache for View

http://www.vmware.com/files/pdf/vmware-view-optimizationguidewindows7-en.pdf

Cisco (('Vf:/
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Processor Comparison

Intel E5-2643 Intel E5-2665

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public

Number of Cores 4 N 8 Y
Clock Speed 3.3 GHz Y 2.4 GHz
Max Turbo Frequency 3.5 GHz 3.1 GHz
Max TDP 130W 115W
Cache 20M N 20M
Recommended Customer Price (Tray) $885 Y $1440 N
SPEC CINT2006 Rate 187.5 305 Y
SPEC CFP2006 Rate 167.5 N 233.5
SPEC Blend/Core 44.38 Y 33.6
Cisco(('l/f:/
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Questlon 1 Crion s
Which is more |mportant core count or core speed’? . .
= E5- 2665 achieves 60- 72% better density

= E5-2643 has lower latency at small desktop counts

= When density is the goal, core count is more important

E5-2665 vs. E5-2643 at 1vCPU/VM E5-2665 vs. E5-2643 at 2vCPU/VM
5000 5000
4500 | 4500 1
2000 VSIimax ’lj ’ 4000 VSImax J
3500 3500 §
3000 "N*UN A '\, 3000 hU
2500 [ N WM 2500 ALY
- v

2000 - 2000 ¥

1500 - 1500 ol

1000 —N\ . 1000 P da i

500 - Lower latency on E5-2643 500

0 T T T T T T 1 0 T T T T T T 1
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
——E5-2665/1600MHz = E5-2643/1600MHz ——E5-2665/1600MHz  —— E5-2643/1600MHz

Cisco ((Vf;/
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Qu estlon 2
How well does a system scale W|th muIt| vCPU VI\/IS’>

5000
4500

3500
3000
2500
2000
1500

500

E5-2643 vCPU scale at 1600MHz

4000 -

1000 -+

|
VSImax ’Ij
L
/", wu
M i
T T T T T T 1
0 20 40 50 80 100 120 140
1vCPU 2vCPU

5000
4500

4000 -

3500
3000
2500

2000 ~
1500

1000
500

E5-2665 vCPU scale at 1600MHz

VSImax J ,
. N
AV AT |
- P AL
¥ 7
N -
20 4‘0 65 8I0 150 1&0 1;,0
1vCPU 2vCPU

= Going from 1vCPU to 2vCPU yielded 66-72% as many desktops

= Increasing vCPU count impacts scale, even with the same workload

= Advice: don’t give a VM more vCPUs unless it needs it

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved.
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Questlon 2 Contlnued
How well does a system scale with multl vCPU \/MS’P

. Purpose of multi vCPU machlne is better performance

= Graph shows better performance (lower latency)

= Performance benefits taper off after 45 desktops

BRKVIR-2640

2500

2000

1500

1000

500

1vCPU vs. 2vCPU Latency

VA

e Lo

T
0 10

T T T
20 30 40

1vCPU

2vCPU

T
50

1
60

© 2014 Cisco and/or its affiliates. All rights reserved.
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‘Questio n 3
How does memory speed affect scalablllty’?

= At 1vCPU (blue lines), only4% difference between 1600MH2 and 1066MHz
= At 2vCPU (red lines), only 3% difference between 1600MHz and 1066MHz

= In both cases, the difference is negligible

E5-2665 at Different Memory Speeds

VSImax

= 1vCPU, 1600MHz == == 1vCPU, 1066MHz — ICPU, 16000MHzZ == == 2P, 1066MHz

Cisco (f'l/f;/

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public 41



| Questlon 3 Contlnued
How does memory speed affect scalablllty’?

= At 2vCPU performance difference is negllglble |

= At 1vCPU, E5-2643 saw huge 23% performance difference

= What is the cause? A higher VM/core ratio?

VSImax

10

E5-2643 at Different Memory Speeds

20 30 40 50 60 70

= 1vCPU, 1600MHz == == 1v(PU, 1066MHz — ICPU, 16000MHzZ === 2W(PU, 1066MHzZ

80

90

100

BRKVIR-2640

© 2014 Cisco and/or its affiliates. All rights reserved.
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Questlon 4

Hovdoes memory Capaclty affect VDI scalabllltyi‘;, B s

|
Al 1606_8 SYSt_em memory E5-2665 Mem density impact at 1vCPU
— Theoretical limit 98 desktops 5000
— Actual test reached 106 desktops 4500 10 e
4000
— VMware memory overcommit gave ~12% 3500
3000
= At 256GB system memory o
— Theoretical limit 157 desktops 1500
— Actual test reached 130 desktops 12002
— System ran out of CPU °, . 0 o o 10 1o o
= Lesson: understand system constraints A

Theoretical
98 desktops X (1.5GB + 130MB overhead) = 160GB
157 desktops X (1.5GB + 130MB overhead) = 256GB

Cisco ((Vf;/
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Stateless Computmg
What does |t mean to you’? '
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Stateless: UCS Service Profiles

BRKVIR-2640

*RAID settings
*Disk scrub actions

Number of vHBASs

*HBA WWN assignments
*FC Boot Parameters
*HBA firmware

*FC Fabric assignments for HBAs

*QoS settings
*Border port assignment per vNIC
*NIC Transmit/Receive Rate Limiting

*VLAN assignments for NICs
*VLAN tagging config for NICs

Number of vNICs

*PXE settings\

*NIC firmware

—+Advanced feature settings
*Remote KVM IP settings
*Call Home behaviour
*Remote KVM firmware

*Server UUID

Serial over LAN settings
*Boot order

*IPMI settings

*BIOS scrub actions
*BIOS firmware
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Stateless:. UCS Service Profiles

Call Home

Template Association
Org & Sub Org Assoc.
Server Pool Association
Statistic Thresholds
BIOS scrub actions
Disk scrub actions
BIOS firmware

Adapter firmware

BMC firmware

RAID settings
Advanced NIC settings
Serial over LAN settings
BIOS Settings

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public




Creating and Moving S'e;',rViCie';}P‘mfi,lesi s

= State is decoupled from hardware

= Easy to redeploy HW for other applications

= Dynamic provisioning
— Speed/agility
— Consistency

= Simplified management

&

BRKVIR-2640

Service Profile: ESX_5
Network1: www_prod
Networkl QoS: Gold
MAC : 08:00:69:10:78:ED
Boot Order: LOCAL

FW: WebServerBundle

© 2014 Cisco and/or its affiliates. All rights reserved.

Cisco Public
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Quickly Recover From HyperVIsor Host Fallure
Local boot medla breaks stateless compuilng o o

= No local disk
= No USB flash drive
= No SD card

Local boot media is something an admin has to touch or move

Cisco ((Vf:/
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‘Quickly Recover From HyperVIsor Host Fallure
Boot from SAN ' e

Hypervisor Host
(WWN set by UCSM)

UCSM moves the WWN

W =1

Hypervisor Host
(WWN set by UCSM)

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved.

LUN

RESULT

WWN does not change,
zoning does not change,

LUN masking does not change

Cisco (f'l/f;/
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Qurckly Recover From ESX Host Fallure

VMware Auto Deploy (boot from Ethernet)

DHCP Server
I g% set option 66 NextServer = IP of TFTP server
s\.

set option 67 FileName = name of PXE boot file
provides host with IP & FileName for boot

ESX Host “ TFTP Server
(MAC set by UCSM) & gPXE boot image downloaded from vCenter

provides host gPXE boot image to perform HTTP boot
from Auto Deploy server

Auto Deploy Server E

(™ rules engine and profiles configured with PowerCLI
< uses host MAC, IP, etc. in rules engine to assign a host profile

What happens when this host fails?
Use UCS Manager to move the MAC to spare server.

Cisco (f'l/f;/
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‘Auto Deploy I\/Iethods |n vSphere 5 1

All three modes work weII W|th UCS stateless computmg

= Stateless
— Host boot order: PXE only
— Loads image and configuration from AD server on every reboot

= Stateless caching
— Host boot order: PXE then local disk
— Caches ESXi image to local disk; used only if PXE fails

= Stateful Install
— Host boot order: local disk then PXE
— Uses AD to install to disk

Cisco ((Vf;/
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‘Using Server Pools

Don't assign proflles to servers assrgn them to poolQ -

Fast CPU
\ Pool

3200 M3
Pool

= Pools can be static/manual

= Pools can be dynamic
= Pools can overlap

Chassis
One Pool

|

The true power of pools

Cisco (('Vf:/
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‘Beware That Pools Can Overlap
Don’t accrdentally take resources away from one pool

PROD

Cisco (('Vf:/
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‘Creating Dynamlc Pools
Relatlonshlp between pools and poI|C|es -

1. Create Server Pool Policy Qualifications

2. Create empty Server Pools

3. Link each Server Pool to Qualification(s) with a Pool Policy

Qualifications

Pool Policies

Pools

*+ >128GB RAM €

¢ Local disk -
|* Localdisk

e ChassisID 5 <€

Pool Policy A
et SN

Pool Policy B

e 8cores -
|© 8cores

¢ Server model X €

.

Pool Policy C

* CNA model -

BRKVIR-2640

.

© 2014 Cisco and/or its affiliates. All rights reserved.
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‘Dynamic Pool Advanced Scenarlo 1
Pools can be fed 0)Y, more than one quallflcatlon pollcy

Qualifications Pool Policies Pools

|
|
|
|
ALL params » >128GB RAM l i
must be met - 2 sockets < : w
(logical AND) « 16 cores |
|
|
| -
! Pool Policy B
|
- !
|
ALL params !
must be met * Server model X !
(logical AND) | [+ ChassisID5 | Logical OR
|

e |

IF (Qual Ais TRUE) OR (Qual B is TRUE) THEN add server to DEV pool /
Cisco((l/&
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‘Dynamic Pool Advanced Scenarlo 2

One pool can be a subset of another _

Qualifications Pool Policies Pools
I I
ALL params . -
(logical AND) « 16 cores
Pool Policy B

R
ﬁLuLstpS;arr,?; + Server model X Pool Policy C
(logical AND) » Chassis ID 5 R ——

QA pool is a subset of the DEV pool /
Cisco(ﬂ/&
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Templates P'romo'te:_Agiﬁil,ity-,.'AC'on's'i_.-_sﬁtehC»y;-. o

BIOS Policies Service Profile Templates

O 11 ]

Firmware Policies \
3 4

Boot Order Policies

()

QoS Policies

(. QA

MAC Pools

OOy

WWNN Pools
@
Server Pools

BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved. Cisco Public



‘Programmatic Infrastructure -
= Comprehensive XML API, standards-based interfaces
= Bi-Directional access to physical & logical internals

Micresoft
EMC’

—>
bladelogic

System Status
Physical Inventor
Logical Inventory

» Faster custom integration for customer Use cases
» Consistent data and views across ALL interfaces

Cisco {f'l/f;/
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© UCS XML API Overview =

Communicates over HTTP / HTTPS
XML Based, Transactional

XML Transactions are Order Agnostic
Standard Request / Response cycle
Role Based Authentication
Object Model Hierarchy
Built-in Object Browser
Published XML Schema

Java Doc Style documentation

o~ UCS XML API Features —

High Availability
Event Stream l|—¢:|"|—

* <~
s | s
> <>
(<:-) £ I
|

=

g Pl

BRKVIR-2640
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UCS Fault Check Report

pod ‘coolae response {d-:sld
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‘Write Your Own App

Expose onIy features you want exposed OR create new functlonallty

Blades Service Profiles
Associated Unassociated Associated Unassociated
chasss-1/biade 2 pp/chasss 1 bode | ] bowctls11 |
s 1blade4

‘....... indad

sys/chasss-1/blade-3
‘ UCS API Utility (Beta) - Monitor '

- Purpose-built console for
- Service Profile monitoring

I orgroot/is-11

s will be
asjy\etwmmwwmmw' s currently
automal -
associated it will be re-ass sxaed Please make sure you have the corect Blade and
Service Profile selected. Click the Laun nch Monitor button when ready ‘
Time Out 1000 ‘

|P Addressto Montor: 15216811

Refresh Lists

Cisco (f'l/f;/
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Cisco Developer Network

mm
cisco

Homea Membership

UCS Manager

UCS Manager Forums

UCS Manager

Technologies

Blogs

Community

Docurmeantaticn

Technology Partners

Cisco Developer Network

The Cisco Unified Computing System (UCS) includes an innovative XML AP| which offers you a programmatic
way to integrate or interact with any of the over 8,000 managed objects in UCS. Managed objects are
abstractions of LUCS physical and logical components such as adaptors, chassis, blade servers, and fabric

interconnects.

Developers can use any programming language to generate XML documents containing UCS APl methods. The
complete and standard structure of the UCS XML API makes it a powerful tool that is simple to learn and

implement

What Is It? How Do | Get Started?

Overview

Explore UCS Manager and
the business benefits it
provides

Getting Started

Learm what is required to download
or further develop with the UCS
Manager

What Resources Are
Available?
Resources

Access resources that will
help you utiize and learn UCS
Manager

Dewveloper Forums Recent Bloggers Recent Downloads

Business Solutions
Technical Discussions
UCS Sandbax

= Wiew All Forums

Usar Posts Date

g;;cm 3 827110
:f:gonougn b 14710
famed 4 o

Cisco UCS Platform
Emulator...

Cisco UCS Manager
AP

UCS Emulator v1.3.2ip

News & Events LMy C

BRKVIR-2640

Web based developer community

http://developer.cisco.com/web/unifiedcomputing/home

= Downloads:

UCS Platform Emulator (UCSPE)
goUCS Automation Tool
XML API, Perl, PowerShell
(44 and counting)
Microsoft — PowerShell library, SCOM MP
HP Software — HPOM, HPOO integration
modules

samples

= Documentation:

Programming & developer guides
White papers
Reference guides (XML model, Faults)

= Collaboration:

© 2014 Cisco and/or its affiliates. All rights reserved.

Blogs

Peer to peer forums

Videos

Access to Cisco subject matter experts

Cisco {f'l/f;/

Cisco Public 64


http://developer.cisco.com/web/unifiedcomputing/home

UCS Platform Emulator (UCSPE)

No UCS hardware needed for code development

= Full featured emulator

= Installs as a Virtual Machine

= Support for all XML API calls

= Object Browser to view the UCSM model

= Import & replicate existing live UCS
Manager physical inventory

= Share saved inventories among UCS
Platform Emulators

= Drag-and-drop hardware builder to create
custom physical inventory

Cisco ((Vf:/
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UCS Platform Emulator: Great DEV Tool

Browse XML
objects

UCS
Manager
GUI

Change
emulated HW

BRKVIR-2640

; UCSPE Control Panel - Ci x §

C M [} 192168.39.132/config

Cisco UCS Platform Emulator™ Control Panel

UCS MANAGER

UCS Manager Home
Managed Object Browser
API Model Documentation

XML Examples & XSD
Schema

GoUCS Tool Download

UCS PowerTool
Download

UCS CDN
Online Help

' HARDWARE INVENTORY

EMULATOR SETTINGS
RESTART

Cisco UCS Manager - 2.1(1a)

Single point of device management for the Cisco Unified Computing System

_ Launch UCS Manager Launch KVM Manager

Version 2.1(1a)




UCS Platform Emulato rGreat DEV T‘O,(’?_"i

W=

Import inventory 5 UCSE ConolPand G- ;

€« G M [ 19216839.132/config -

from live UCS Tl
Cisco UCS Platform Emulator™ Control Panel c ts'co‘

y UCS MANAGER il
HARDWARE INVENTORY Startup Hardware Inventory
P EFrEE$
Hardware Catalog
Stash ( unused servers: 0 ) - Rack Servers - Chassis 1: chassis 1 = Chassis 3: chassis 3 =
00 & @o 00 BSd 00 B4 .
New Server o Model: N20-C6508 Model: N20-C6508 1
g N nrie UCSM Chassis ID: 1 UCSM Chassis ID: 3
Bu | |d and re |ICate fop new server here Serial: 1479 Serial: 1480
p Fabric Extender: UCS-10M- Fabric Extender: UCS-IOM-
Fabric-B ) 2208xP 2208%P
Custom blad eS o Servers (7) o Servers (7)
@ Fans (8) @ Fans (8)
New Server o PSU {2) o PSU (2)
drop new server rack here i
T )[ Blades Rack Servers DIMM HDD I/0 Adapters Fans PSU CPU
[ Ttem | Description [ vendor | Part No| PID ‘E|
Cisco UCS B200 M1 2 Socket Blade 2 Socket, Single slot Blade Server, 12 DIMMs, 2 SFF HDDs, Intel Xeon gisct:o 74- NZ0-
Server 5500 series, 1 Mezz. Slot eleMmS: 5390-01 |B6620-1
EMULATOR SETTINGS . Cisco
Cisco UCS B440 M1 4 Socket, Extended 4 Socket, Dual slot Blade Server, 32 DIMMs, 4 SFF HDDs, Intel Xeon Systeme. 68- NZ0-
RESTART Memory Blade Server 7500 series, 2 Mezz. Slots Ir}:: v 3516-06 |B6740-2 i
BRKVIR-2640 .




PowerShell is Common Scripting Method

by

Plain English cmdlets

Pipeline commands

Strong library/module/snapin support
Strong support in Microsoft environments
Free development tools

=" Microsoft

PowerShell

IIr .
CISCO vimware
PowerTool PowerCLI

Cisco (f'l/f;/
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 Scripting with Powershell

PS C:\> Get-Command -Module Hyper-V | Measure-Object

PS C:\> Get-Command -Module CiscoUcsPS | Measure-Object

PowerCLI C:\> Get-Command -PSSnapin (Get-PSSnapin | ? {$ .Name -match "VMware"}) | Measure-Object

Over 170 cmdlets for Hyper-V

Over 1700 cmdlets for UCS

Count : 400

400 cmdlets for VMware ' /
Cisco(( l/&
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Get-UcsMemoryUnit | ? {$ .Capacity -notlike "unspecified"} | £t Bank, Capacity, Dn, Id, Location, Model,
Serial, Type, Vendor -AutoSize
.
Or dump it to Excel...
Get-UcsMemoryUnit | ? {$ .Capacity -notlike "unspecified"} | Export-Csv -Path "mem.csv"
Get-UcsMemoryUnit | ? {$ .Capacity -notlike "unspecified"} | Out-GridView
£¥ Get-UcsMemoryUnit | ? { $_Capacity -notlike “unspecified” } I Oul—G!idV’ﬂ =
& Add criteria ¥
| Capacity | Clock | FormFactor | Id | Latency | Location ] Model OperQualifier | OperState | Operability | Perf Power Presence [ Revmon[ Senal Set | Speed Thermal | Type l Vencor[ Visibility l Voitage Wi
1333 DIMM 1 0800000 DIMM_CPUL A0 M393B2K70DMB-YHI operable  operable unknown not-supported equipped MARIN  0x85DA4A6A 2 unspecified ok DDR3 OxBOCE yes not-supported 72
1333 M393B2K70DMB-YH9 operable  operable unknown not-supported equipped MARIN  Ox85DA4C79 6 unspecified ok CE yes 72
3 M393B2K70DMB-YH9 operable  operable unknown supported equipped MARIN SDA4A, 8 unspecified ok yes 72
3 M39382K70DMB-YH3 operable  operable pported equipped MARIN SDA4C72 8 unspecified yes 72
3 M393B2K70DMB-YHS operable  operable pported equipped MARIN  Ox85DA4ABE 5 unspecified yes not-supported 72
3 K70DMB-YH9 operable  operable equipped MARIN  0x85DAA4C. 5 unspecified ok yes not-supported
M393B2K70DMB-Y operable  operable unknown not-supported equipped unspecified ok yes not-supported 72
K70DMB-YH9 operable  operable unknown not-supported equipped unspecified ok yes not-supported 72
K70DMB-YH9 operable  operable unknown equipped unspecified ok yes not-supported 72
onerable unknow eauinped ur cified ok e




‘Real World Scrlptlng Example

Which proflle is assomated Wlth a speC|f|c MAC address’> o

Smac = "4f"
Get-UcsVnic | ? {$ .Addr -match $mac} | Format-Table Ucs, Dn, Addr -AutoSize

Ucs Dn Addr

OPK-SELAB-Area5l org-root/org-jamarche/ls-jmESXTest0l/ether-jmESXvmnicl 00:25:B5:AA:EQ0:4F
OPK-SELAB-Areab5l org-root/org-VDI TEST/1ls-M3 ESXi 2/ether-vnicO 00:25:B5:10:00:4F
OPK-SELAB-Area5l org-root/org-VDI TEST/ls-VI MGMT/ether-vNICO 00:25:B5:20:10:4F

Cisco (f'l/f;/
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Objects

An object is a ,collectioh ofA_paf’tS andi’_rhow._.to.: ué_é them e E

Front Wheel

Pedal

Back Wheel Steer Left

Pedals Steer Right

Saddle Apply Front Brake

Frame Apply Rear Brake

1 /
Cisco (( %4
BRKVIR-2640 © 2014 Cisco and/or its affiliates. All rights reserved.
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~ Objects

Properties

DisplayName
Status

RequiredServices

BRKVIR-2640
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The BIG DEAL with GPU in VDI Now

Windows XP/Office 2003 EOS — April 8" 2014
Windows 7 is the new corporate standard

Did you know?
= Did you know

nviDIiA

GPU enhanced applications
offload the CPU for better
performance and scalability

GPU enhanced applications use a
mix of System RAM and GPU
Ram

Office 2013: 20% CPU penalty if

1-4 Serial 100s of Parallel GPU nOt avallable

Processing Cores Processing Cores

BRKVIR-2640

Introducing DirectCompute for GPUs ™
New in Windows 7 Windows7

© New API for GPU-accelerated
- compute applications

5 ® GPU processing accelerates consumer
DirectCompute apps 5x-20x vs. CPU

® Accelerated by
® DirectX 10 GPUs - 200Mu+ installed
® DirectX11 GPUs - Future

DirectCompute-based media conversion
natively built into Windows 7

Cisco (('Vf-;/

Cisco Public



Why VDI Implementations Fail -~

Infrastructure costs and choices:
1. Spinning media doesn’t scale
2. CPU selection impacts scale and experience

End User: “It does not look or feel like
my old desktop. | don't like it.”

Cisco (f'l/f;/
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All Users Benefit From GPU

Designer

Graphics & Media
Professionals, Design
Engineers

CATIA, CS6, Inventor

Power User

Financial Analysts,
Traders, Design
Reviewers

PLM, Solidworks, Adobe
Dreamweaver, Medical
Imaging

Showcase

Knowledge Worker

Office workers,
productivity & line-of-
business workers

MS Office, Photoshop

{ive!



GRID K1

NVIDIA GRID Cards

GRID K2

Number of GPUs
Total NVIDIA CUDA cores

Total memary size

4 x entry Kepler GPUs
768 @ 891 MHz

16 GE DDR3 @ 891 MHz

2 x% high-end Kepler GPUs
3072 @ 745 MHz

8 GB GDDR5 @ 2,500

Max power
Board length
Board height
Board width
Display 10

Aux power
FCle

PCle generation

Cooling solution

Technical Specifications

130 W

10.5"

4.4"

Dual slot

None

6-pin connector
X6

Gen3 (GenZ compatible)

Passive

BRKVIR-2640

TVITIZ

225w

10.5"

4.4"

Dual slot

None

8-pin connector
X6

Gen3 (GenZ compatible)

Passive

© 2014 Cisco and/or its affiliates. All rights reserved.

NVIDIA
GRID
Graphics
Board

GRID K2

GRID K1

GRID K1

GRID K2

These 2 video cads are actually
7 different video cards?

Max
Virtual Pl ~ 3 s Users
Application Graphics Displays Resolution
GPU R Per Use Case
= Certifications Memory Per Per -
Profile User ispla Graphics
play Board
signer /P
K260Q 2,048 M8 4 2560x1600 4 ey iF Oy
User
signer /P
K240Q 1,024 M8 2 2560x1600 3 Duignat /¥ et
User
K200 256 MB 2 1900x1200 16 Knowledge Worker
K140Q 1,024 MB 2 2560x1600 16 Power User
K100 256 MB 2 1900x1200 32 Knowledge Worker
Designer/Power
PassThru 4,096 MB 4 2560x1920 4
User
Designer/Power
PassThru 4,096 MB 4 2560x1920 2
User
( ' /
ciscollVZ,
Cisco Public



Modes of GPU Implementation
Shared GPU = Software virtualisation of the GPU

GPU Pass-through = 1:1 dedicated GPU to user
Virtual GPU = Hardware virtualisation of the GPU through NVIDIA GRID software

User count goes up and
performance goes down, but
not at the same magnitude

in each mode.

Cisco ((Vf;/
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SharedGE;pLJ App.' _” Apr i VDA'F |
M App | App  Aop ; VDA
APP  App  App

Guest OS

Software

: : . : ~Virtaal™ Ren(ﬂered
Virtual Virtual Virtual Virtual Graphics

Driver Driver Driver Driver 2 -
ElsvETs Graphics

VIRTUAL MACHINE
BEE: & P

vCPU vMefnory vStorage vNetwork vGraphics

—

Virtualisation

NVIDIA
Driver

i _UCS Server
HH LL = 19 o al'lll'lo
BEBE =% =5 &Y £ : Cisco

CPU emory Storage Network

Hardware

Cisco ((V&/
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GPU Pass Thiough

Guest OS

Software

Virtual Virtual Virtual Virtual NVIDIA
Driver Driver Driver Driver Driver

VIRTUAL MACHINE

7 [ :-_-J /
BE = @& A -
vCPU vMemory vStorage vNetwork

c
=
i)

(1]
4
©

=}
)
=
>

UCS Server
u - 2 NI
& cisco

Storége Network

Hardware

Cisco (f'l/&/
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Virtual GP-U}_ .
Ann | Ann | Anr

e Anp Acp : Apn
App App App

Guest OS

Software

Virtual Virtual Virtual Virtual NVIDIA '
Driver Driver Driver Driver Driver

VIRTUAL MACHINE

— S
¥ [ :‘-_-J S
BE T @& A O
vCPU vMemory vStorage vNetwork

Virtualisation

GRID

Software
%
S —— - _UCS Server ®
5 MBE === o~ thah
3 ma ELS P - 7 LG R
) = (8~ & R CISCO
£ CPU Memory Storage Network

Cisco (f'l/&/
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‘GPU Support for VDI Proflle

GPU
Pass-Through GPU Sharing Virtual GPU

CiTR|x® v XenApp 6.5 on v

Windows Server

. ¢ ¢
Vmwa re (vDGA) (VSGA) x
L VT v
m Microsoft v S X
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NVIDIA

VGPU Unigine Results

crp  Virtual = st fes -
GPU Apg\:uhon Graphics Displays Resolution St
Graphics Profile Certifications Memory Per Per Pe', % Lhee
S User Displa Graphics
y Board
Q 4 B 3 ‘4 i
" 240Q 24N ’
e 19001200 e
140 24 M 2% “
l 254 ME 9001200
Designer/Power
GRIDKI  PassThru 4,096 MB B 25601920 7 User
5RID ass
‘ Designer/Power
‘ ) PpassThru 4,096 MB 4 256051920 - S
GRID K2 sihn

Sis

GPU peed Me Speed |Temp [Benchmark Tpe

Min FPS | Max FPS [ Avg FPS

K2 K200
K2 K200
K2 K200
K2 K200
K2 K240Q
K2 K240Q
K2 K240Q
K2 K240Q
K2  K260Q
K2  K260Q
K2  K260Q
K2 K260Q

NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA

NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA

NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA
NA

Heaven
Heaven
Valley
Valley
Heaven

Heaven
Valley
Valley
Heaven
Heaven
Valley
Valley

Basic
Extreme
Basic
Extreme
Basic
Extreme
Basic
Extreme
Basic
Extreme
Basic
Extreme

6.4
1.5
5.1
11
8.6
7.6
8.9
8.9
8.6
7.5
8.1
9.8

45.4
5.8
44.8
3.9
66.1
57
65.4
49.8
66.6
57.3
59.3
49.1

22
2.5
16.4
1.8
53.1
29.6
33.9
28.3
53.3
30.5
33.2
29.3

554
63
684
74
1337
746
1418
1183
1343
768
1390
1225

K1 K100 NA NA NA Heaven Basic 6.1 24 12.6 316
K1 K100 NA NA NA Heaven Extreme 1.3 3.2 1.8 CRASH 24/26
K1 K100 NA NA NA  Valley Basic 4.2 14.4 7.7 322
K1 K100 NA NA NA  Valley Extreme 1.2 3.7 1.7 73
K1  K140Q NA NA NA  Heaven Basic 6.5 27.8 17.7 446
K1  K140Q NA NA NA  Heaven Extreme 3.2 12.4 5.8 145
K1  K140Q NA NA NA  Valley Basic 5.7 23.7 12.3 513
K1  K140Q NA NA NA  Valley Extreme 3.7 11.8 6.8 284
K1  Pass Through 849 MHz 891 MHz 38C Heaven Basic 6.5 27.7 17.6 444
K1  Pass Through 849 MHz 891 MHz 38C Heaven Extreme 33 13.9 6.3 158
K1 Pass Through 849 MHz 891 MHz 38C Valley Basic 8.8 27.3 14.6 609
K1 Pass Through 849 MHz 891 MHz 38C Valley Extreme 5.3 13.5 7.8 326
s affiliates. All rights reserved. Cisco Public



GRID Reference Architecture

K

K1/K2
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Hypervisor Virtual Desktop Agent

ESXi 5.1 with vDGA View 5.X or XenD 5.6 FP1

XenServer 6.1 XenDesktop 5.6 FP1

ESX 5.1 with vDGA View 5.X or XenD 5.6 FP1

XenServer 6.1 XenDesktop 5.6 FP1

View 5.X

Hyper-V 2012 | RemoteFX

© 2014 Cisco and/or its affiliates. All rights reserved.

XenServer 6.1 XenDesktop 5.6 FP1 4 10 8 users
2

K2 PT to K260Q
64GB system RAM

8 to 32 users
K1 PT to K200Q
96GB system RAM

32 to 64 users
K100 to K140Q
128GB to 256GB

Cisco (f'l/&/

Cisco Public



 Cisco UCS C240 with two K1 cards orderable!
 Cisco UCS C240 with two K2 cards orderable!
* Working on C240 with K1/K2 Mix for “GPU Evaluation”

i Cisco UCS suiiorts sinile-wire manaiement of rack servers. ‘
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Complete Your Online Session Evaluation

Give us your feedback and receive a
Cisco Live 2014 Polo Shirt!

Complete your Overall Event Survey and 5 Session
Evaluations.

= Directly from your mobile device on the Cisco Live
Mobile App

= By visiting the Cisco Live Mobile Site
www.ciscoliveaustralia.com/mobile

= Visit any Cisco Live Internet Station located
throughout the venue

Polo Shirts can be collected in the World of Solutions
on Friday 21 March 12:00pm - 2:00pm

Learn online with Cisco Live!

Visit us online after the conference for full access
to session videos and presentations.
www.CiscoLiveAPAC.com

Cisco ((Vf;/
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